16.1 Introduction

One of the central problems in game AI is finding short and realistic-looking paths. Pathfinding is typically divided into two steps: discretize and search. First, the discretize step simplifies a continuous environment into a graph. Second, the search step propagates information along this graph to find a path from a given start vertex to a given goal vertex. Video game developers (and roboticists) have developed several methods for discretizing continuous environments into graphs, such as 2D regular grids composed of squares (square grids), hexagons or triangles, 3D regular grids composed of cubes, visibility graphs, circle-based waypoint graphs, space-filling volumes, navigation meshes, framed quad trees, probabilistic road maps, and rapidly exploring random trees [Björnsson 03, Choset 04, Tozour 04].

Due to its simplicity and optimality guarantees, A* is almost always the search method of choice. A* is guaranteed to find shortest paths on graphs, but shortest paths on graphs are not equivalent to shortest paths in the continuous environments. A* propagates information along graph edges and constrains paths to graph edges, which artificially constrains path headings. Consider Figures 16.1 and 16.2, in which two different continuous environments have been discretized into a square grid and a navigation mesh, respectively. The shortest paths on the square grid and the navigation mesh (Figure 16.1) are longer than the shortest paths in the continuous environment (Figure 16.2) and are unrealistic looking due to either a heading change in free space or a heading change that does not hug a blocked cell.
The fact that A* paths can be long and unrealistic looking is well known in the video game community [Rabin 00]. The paths found by A* on eight-neighbor square grids can be approximately 8% longer than the shortest paths in the continuous environment [Nash 12]. The typical solution to this problem is to use a postprocessing technique to shorten the A* paths. One such technique is to remove vertices from the path, such that they look like rubber bands around obstacles (A* PS). This technique shortens paths such that all of the heading changes on the path hug a blocked cell.

However, choosing a postprocessing technique that consistently shortens paths is difficult because there are often several shortest paths on a given graph, and a
postprocessing technique typically shortens some of them more effectively than others. For example, A* with the octile distance heuristic finds paths very efficiently on eight-neighbor square grids. (The octile distance is the shortest distance between two vertices on an eight-neighbor square grid with no blocked cells.) However, these paths are often difficult to shorten because the search tends to find paths in which moves in the diagonal directions appear before moves in the cardinal directions (for the tie-breaking scheme explained in the next section). The dashed path in Figure 16.3 depicts this behavior.

On the other hand, A* with the straight-line distance heuristic finds paths that are of the same lengths as those found by A* with the octile distance heuristic, albeit more slowly due to additional vertex expansions. However, paths found using the straight-line distance heuristic are often shortened more effectively because they tend to follow the shortest paths in the continuous environment. The dotted path in Figure 16.3 depicts this behavior. In general, postprocessing techniques do improve paths, but they provide trade-offs between path length and runtime that are difficult to choose between, and they do not address the fundamental issue, namely, that the search only considers paths that are constrained to graph edges [Nash 07, Ferguson 06].

We address this issue by describing a different approach to the search problem, called any-angle pathfinding. Specifically, we describe Theta*, a popular any-angle pathfinding algorithm. The development of Theta* was motivated by combining the desirable properties of A* on two different discretizations of the continuous environment:

- **Visibility graphs**: Visibility graphs contain the start vertex, the goal vertex, and the convex corners of all blocked cells [Lorzano-Perez 79]. A vertex is connected via a straight line to another vertex if and only if it has line of sight to the other vertex, that is, the straight line from it to the other vertex does not pass through a blocked cell or between blocked cells that share a side. Shortest paths on visibility graphs are also...
shortest paths in the continuous environment. However, pathfinding is slow on large visibility graphs since the number of edges can be quadratic in the number of vertices.

- **Grids:** Pathfinding is faster on grids than visibility graphs since the number of edges is linear in the number of cells. However, shortest paths on grids can be longer than shortest paths in the continuous environment and unrealistic looking since the path headings are artificially constrained to grid edges [Nash 07].

Theta* combines the desirable properties of these pathfinding techniques by propagating information along graph edges (to achieve short runtimes) without constraining paths to graph edges (to find short *any-angle* paths).

Theta* is easy to understand, quick to implement and provides a good trade-off between path length and runtime. It quickly finds short and realistic-looking paths and can be used to search any Euclidean graph. The pseudocode for Theta* is very similar to the pseudocode for A*, and both pathfinding algorithms have similar runtimes. Despite this, Theta* finds paths that have nearly the same length as the shortest paths in the continuous environments without the need for postprocessing techniques.

### 16.2 Problem Formalization

For simplicity, this article focuses on eight-neighbor square grids in which a 2D continuous environment is discretized into square cells that are either blocked (gray) or unblocked (white). Vertices are placed at cell corners rather than cell centers, and paths are allowed to pass between diagonally touching blocked cells. Neither of these two assumptions are required for Theta* to function correctly. Our goal is to find a short and realistic-looking path from a given start vertex to a given goal vertex (both at the corners of cells) that does not pass through blocked cells or between blocked cells that share a side.

In the following pseudocode, $s_{start}$ is the start vertex of the search, and $s_{goal}$ is the goal vertex of the search. $c(s, s')$ is the straight-line distance between vertices $s$ and $s'$, and $\text{lineofsight}(s, s')$ is true if and only if they have line of sight or, synonymously, they are visible from each other. $\text{open.Insert}(s, x)$ inserts vertex $s$ with key $x$ into the priority queue $\text{open}$. $\text{open.Remove}(s)$ removes vertex $s$ from $\text{open}$. $\text{open.Pop}()$ removes a vertex with the smallest key from $\text{open}$ and returns it. For A*, we break ties among vertices with the smallest key in the open list in favor of vertices with the largest $g$-value. This tiebreaking scheme can reduce the runtimes of A*, especially when used with the octile distance heuristic. Finally, $\text{neighbor}_{vis}(s)$ is the set of neighbors of vertex $s$ that have line of sight to $s$.

### 16.3 A* Algorithm

Theta* builds upon A* [Nilsson 68], and thus we introduce it here. The pseudocode for A* can be found in Figure 16.4. A* uses heuristic values ($h$-values) $h(s)$ for each vertex $s$ that approximate the goal distances and focus the search. A* maintains two values for every vertex $s$: the $g$-value and the parent. The $g$-value $g(s)$ is the length of the shortest path from the start vertex to $s$ found so far. The parent $\text{parent}(s)$ is used to extract the path after the search terminates. Path extraction is performed by repeatedly following parents from the goal vertex to the start vertex. A* also maintains two global data structures: the open list and the closed list. The open list $\text{open}$ is a priority queue that contains the vertices to be considered
for expansion. For A*, we break ties among vertices with the smallest key in the open list in favor of vertices with the larger $g$-value. This tiebreaking scheme can reduce the runtimes of A*, especially when used with the octile distance heuristic. The closed list $closed$ is a set that contains the vertices that have already been expanded. A* updates the $g$-value and parent of an unexpanded visible neighbor $s'$ of vertex $s$ (procedure ComputeCost) by considering the path from the start vertex to $s$ [$g(s)$] and from $s$ to $s'$ in a straight line [$c(s, s')$], resulting in a length of $g(s) + c(s, s')$ (Line 29). It updates the $g$-value and parent of $s'$ if this path is shorter than the shortest path from the start vertex to $s'$ found so far [$g(s')$].

Figure 16.4
Pseudocode for A*.
As noted by Rabin [Rabin 00], A* paths often appear as though they were constructed by someone who was drunk. This is both because the paths are longer than the shortest paths in the continuous environment and because the path headings are artificially constrained by the grid. As we mentioned earlier, postprocessing techniques can shorten A* paths but are often ineffective. This is because A* only considers paths that are constrained to grid edges during the search and thus cannot make informed decisions about other paths. Theta*, on the other hand, also considers paths that are not constrained to grid edges during the search and thus can make more informed decisions during the search.

16.4 Theta* Algorithm

The key difference between Theta* and A* is that Theta* allows the parent of a vertex to be any visible vertex, whereas A* requires the parent to be a visible neighbor. So, the pseudocode for Theta* is nearly identical to the pseudocode for A*. Only the procedure ComputeCost is changed; the new code can be found in Figure 16.5. We use the straight-line distance heuristic \( h(s) = c(s, s_{\text{goal}}) \) to focus the search. Theta* is identical to A* except that Theta* updates the \( g \)-value and parent of an unexpanded visible neighbor \( s' \) of vertex \( s \) by considering the following two paths in procedure ComputeCost, as shown in Figure 16.5.

- **Path 1**: As done by A*, Theta* considers the path from the start vertex to \( s \) \([= g(s)]\) and from \( s \) to \( s' \) in a straight line \([= c(s, s')]\), resulting in a length of \( g(s) + c(s, s') \) (Line 41).

- **Path 2**: To allow for any-angle paths, Theta* also considers the path from the start vertex to \( \text{parent}(s) \) \([= g(\text{parent}(s))]\) and from \( \text{parent}(s) \) to \( s' \) in a straight line \([= c(\text{parent}(s), s')]\), resulting in a length of \( g(\text{parent}(s)) + c(\text{parent}(s), s') \), if \( s' \) has line of sight to \( \text{parent}(s) \) (Line 36). The idea behind considering Path 2 is that Path 2 is guaranteed to be no longer than Path 1 due to the triangle inequality if \( s' \) has line of sight to \( \text{parent}(s) \).

Theta* updates the \( g \)-value and parent of \( s' \) if either path is shorter than the shortest path from the start vertex to \( s' \) found so far \([= g(s')]\). For example, consider Figure 16.6, where B3

```plaintext
ComputeCost(s, s')
if lineofsight(parent(s), s') then
    /* Path 2 */
    if g(parent(s)) + c(parent(s), s') < g(s') then
        parent(s') := parent(s);
        g(s') := g(parent(s)) + c(parent(s), s');
    else
        /* Path 1 */
        if g(s) + c(s, s') < g(s') then
            parent(s') := s;
            g(s') := g(s) + c(s, s');
end
```

Figure 16.5
Pseudocode for Theta*.
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(with parent A4) gets expanded. The Path 1 rule is used when generating B2 because it does not have line of sight to A4. This is depicted in Figure 16.6a. The Path 2 rule is used when generating C3 because it does have line of sight to A4. This is depicted in Figure 16.6b.

Figure 16.7 shows a complete trace of Theta*. Arrows point from vertices to their parents. The concentric circles indicate the vertex that is currently being expanded and solid circles indicate vertices that have already been generated. The start vertex A4 is expanded first, followed by B3, B2, and C1.

Figure 16.6
Theta* updates a vertex according to Path 1 (a) and Path 2 (b).

Figure 16.7
Example trace of Theta*.
16.5 Theta* Paths

While Theta* is not guaranteed to find shortest paths in the continuous environment (for the reasons explained in the work of Nash et al. [Nash 07]), it finds shortest paths in the continuous environment quite frequently, as demonstrated in Figure 16.8. We performed a search from the center of the grid to all of the vertices in the grid. In Figure 16.8a, A* PS found the shortest path in the continuous environment from the center of the grid to each shaded dot. Similarly, in Figure 16.8b, Theta* found the shortest path in the continuous environment from the center of the grid to each shaded dot. There are far more shaded dots in Figure 16.8b than Figure 16.8a.

Figure 16.9 compares a Theta* path (bottom) and an A* path (top) on a game map from BioWare's popular RPG Baldur's Gate II, which has been discretized into a 100 × 100 eight-neighbor square grid. The Theta* path is significantly shorter and appears more realistic than the A* path. Furthermore, most postprocessing techniques are unable to shorten the A* path into the Theta* path since the A* path circumnavigates blocked cells in a different way.

16.6 Analysis

Researchers have performed experiments comparing the path lengths and runtimes of A*, A* PS, and Theta* using eight-neighbor square grids that either correspond to game maps or contain a given percentage of randomly blocked cells [Nash 12, Yap 11, Sislak 09]. The relationships between the lengths of the paths found by A*, A* PS, and Theta* are relatively consistent. The Theta* paths are approximately 4% shorter than the A* paths. The A* PS paths are approximately 1%–3% shorter than the A* paths depending on the type of environment and the heuristic (e.g., straight-line distance or octile
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The shortest paths in the continuous environment are approximately 0.1% shorter than the Theta* paths.

The relationships between the runtimes of A*, A* PS, and Theta* are less consistent. This is because the results vary significantly with different experimental setups (such as grid size, placement of blocked cells, locations of start and goal vertices, $h$-values, and tiebreaking scheme for selecting a vertex among those with the smallest key in the open list). Currently, there is no agreement on standard experimental setups in the literature. We therefore broadly average over all reported results to give the reader an approximate idea of the efficiency of Theta*. Theta* is approximately two to three times slower than A* with the octile distance heuristic and approximately two times faster than A* PS with the straight-line distance heuristic. The significant difference in runtime between A* with the octile distance heuristic and A* PS with the straight-line distance heuristic is due to a large difference in the number of vertex expansions. However, highly informed heuristics, such as the octile distance heuristic on grids, do not exist for many discretizations of continuous environments, such as navigation meshes. If A*, A* PS, and Theta* all use the straight-line distance heuristic, then Theta* might find shorter paths faster than A*, and A* PS.

In general, Theta* provides a good trade-off between path length and runtime. On the one hand, Theta* is orders of magnitude faster than standard implementations of
A* on visibility graphs and finds paths that have nearly the same length. On the other hand, Theta* is approximately two to three times slower than versions of A* on eight-neighbor square grids that are optimized for performance but finds much shorter and more realistic-looking paths. The efficiency of Theta* is dependent on efficient line-of-sight checks. For applications in which line-of-sight checks are slow and thus a bottleneck, we suggest taking a look at Lazy Theta* [Nash 10] and Optimized Lazy Theta* [Nash 12]. These are optimized versions of Theta* that are easy to understand, quick to implement, and often provide an even better trade-off between path length and runtime.

16.7 Conclusion

We hope that this chapter serves to highlight the usefulness of any-angle pathfinding for efficiently finding short and realistic-looking paths. For more information on Theta*, we suggest visiting our any-angle pathfinding web page [Koenig 14] and reading the publications that this article is derived from [Daniel 10, Nash 07, Nash 12, Nash 13]. If you are interested in Theta*, you may also like other any-angle pathfinding algorithms such as Field D* [Ferguson 06], Accelerated A* [Sislak 09], Block A* [Yap 11], and Anya [Harabor 13].
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